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Abstract

This paper examines the macroeconomic determinants of scientific production in Africa by focusing on direct and
indirect roles that political and economic institutions may play. A theoretical model of scientific production that
integrates the quality of institutions, as well as econometric estimations conducted on a panel of 47 African countries
over the period 1994 to 2009, suggest significant direct and indirect effects of mstitutions on scientific research
performance.
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1. Introduction

Many studies have highlighted the necessary rokc@ntific research in productivity and
long term economic growth (Romer, 1990; Bravo-Categnd Marin, 2011), as well as in
industrial development and poverty alleviation (ki et al., 2003). According to United
Nations Economic Commission for Africa, UNECA (201as Africa prepares to become the
next global growth pole, national governments nmamphasize university education, with a
particular focus on science and technology, andtrang research culture in African
universities. Indeed, in Africa, the scientific draction is not only relatively low compared to
other regions of the world, but also variously idstted among countries of the continent
(Gaillard, 2002; Table 8 and 9). In addition, mo$tAfrican countries develop abysmal
political and economic institutions, reflected hetweakness of governance and institutional
indicators (Table 2.), that malgad most talented people into rent-seeking activities
detriment of science and innovative activities.tihis context, understanding the role of
institutions in the scientific wealth of nationsimportant for improving scientific research,
innovation and the chances of success of receotnnefin higher education inspired by the
Bologna proces&helfaoui, 2009).

Studies that assess the determinants of scieptifiduction take either microeconomic or
macroeconomic approach. According to microeconoapigroaches, the differences among
researchers, university departments or companidsrims of scientific production can be
explained by differences in inputs such as timeyspal resources, human (intellectual)
resources (Zucker et al., 2007), individual chanastics (age, gender, initial publication
performance) and research funding opportunitiessgKet al., 2012). As such, these studies
partially indicate the determinants of knowledgedurction and do not evaluate fully the
effect of institutions and macroeconomic policiegarding higher education and scientific
research. Most of the studies using macroeconompoach (Crespi and Geuna, 2008;
Wang, 2010) do not include the quality of instibuis in the factors that determine the
scientific wealth of nations. In addition, studigslated to the New Institutional Economics)
that assess economic effects of Institutions (davahd Daude, 2011; Rajkumar and
Swaroop, 2008) do not deal explicitly with the issaf scientific production. However, this
paper attempts to fill these gaps.

The aim of this paper is to examine the macroeconoteterminants of scientific
production (as measured by the publication of sdiempapers) in Africa by focusing for the
first time on direct and indirect roles that ecomom@nd political institutions may play. We
derive testable hypotheses from a theoretical mofledcientific production function that
incorporates the quality of institutions. We tesipérically our hypothesis using econometric
estimations on a panel of 47 African countries diierperiod 1994-20009.

This paper contributes to the literature on instius, knowledge production and allocation
of talents. It is shown that in countries with waaktitutions, trainings correlated with rent
seeking activities (business and law) are prefetoettainings in productive activities like
engineering and sciences (Acemoglu and Verdier81B8eke and Omgba, 2011; Murphy et
al., 1991; Timur and Polishchuk, 2012). Institusoran also affect the composition and the
effectiveness of public spending, particularly stieg in education and scientific research. It
is shown that the composition of public expendsui tilted towards physical capital and
away from education and health in countries witlvdp levels of governance (Cavallo and
Daude, 2011; De la Croix and Delavallade, 2009)s Paper shows that Better institutions
improve scientific production directly and indirgcthrough allocation of talents and the
effectiveness of scientific production inputs.
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The reminder of the paper is organized as folldBection 2 below presents an analytical
framework. Section 3 presents the method of amalgsid the data. The results and
interpretations are presented in section 4, foltblwe the conclusion in section 5.

2. Analytical Framework: A simple model of scientific research production

Following the methodological framework of CrespdaBeuna (2005, 2008) and Cavallo
and Daude (2011), we formulate the scientific kremlgle production function as a Cobb-
Douglas augmented by the quality of institutionse Wésume that the scientific knowledge
production function of Africa is given by:

Yie = AiKi(ZXilt_aeuit witho<a <1 (1)

WhereY measures scientific output at the macroeconomnveel lef a given scientific units
(country), A is a constant. The indexstands for research unit (or country); ant time
index, e is the natural logarithm bask. stands for an index of conventional inputs such as
human (intellectual) resources. K is a measureéhgsioal resources andrepresents all other
unmeasured determinants of scientific productiois a parameter.

When the quality of institutions is taken into agof the scientific production function
takes the following form for a given country:

Y(K,X,0,u) = A(O)K*X(L, 6)1~%et )

We assume that(.) is an increasing function of the quality of pulihstitutiong6) and the
function X(.) which maps enroliment in higher education anditingbns into a measure of
the effective amount of educational infrastructaed other public goods and services
provided by the public sector to encourage enraitme higher education, is given by the
following CES aggregator:

X(L,6) = (ALY + (1 — )87 @3)

withd0<A<1landy <0
An important assumption is that in the provisiorpablic goods (educational infrastructures),
the degree of substitutability between enrollmemthigher education and institutions is
limited, which is reflected by the assumption ttie¢ parametey is negative (Cavallo and
Daude, 2011).

The impact of enrollment in higher education orestific output is given by:

2= 21 - )AOKLY X (L, 0) Ve (4)

This impact is positive‘;—z > 0.

The effect of institutional quality on the relatgnp between enrollment in higher
education and the scientific production is given by

% = A1 - a)K*LY X (L, 07V [A' @)+ (1 —a—y)(1 —DAB)0"1X(L,6)V]e* (5)

This effect is positive‘% > 0, under the sufficient (not necessary) conditiba bw degree
of substitutability between public investment (igher education) and institutiong € 0).

In sum, two major testable hypothesis are derivedhfour analytical framework. First
better institutions raise directly scientific pration by increasing\(.). Second, enrolment in
higher education (intellectual resources) is onehef channel through which institutions
affect the scientific production. Better institut® improve scientific production indirectly
through allocation of talents and the effectivenescientific production inputs. Indirectly

10Y ay o0x
—_—= L = — % —
oL 0x 0oL
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through X(.), good institutions plausibly increase the margipabductivity of public
investment in the infrastructure of higher educatmd scientific research. Good institutions
may lead skillful graduates into productive actestlike engineering and sciences (Acemoglu
and Verdier, 1998; Ebeke and Omgba, 2011; Murphgl.et1991; Timur and Polishchuk,
2012). On the contrary, weak institutions may redilne positive effects of public investment
projects (Cavallo and Daude, 2011; Rajkumar andr&uya 2008).

According to Séka (2008), corruption negativelyeaf§ the accumulation of human
capital. This author argues that very talented estts] who otherwise could have pushed
further their studies (and become researchersylesug dropout when they compare the level
of well being of those who are well educated whiattof those who are not but enriched
through corruption. This idea is in line with Acegho and Verdier (1998) who show that
corruption could lead to misallocation of talent@éese rents in the public (or non scientific
research) sector attract agents with no comparativantage for this sector.

Armed with the intuition given by the analyticabfmework developed above, we test
empirically our hypotheses using econometric estona with data on African countries over
the period 1994-2009. As measure of scientific pabidn, we focus only on the number of
scientific and engineering articles published ire tfollowing fields: physics, biology,
chemistry, mathematics, clinical medicine, biomatiesearch, engineering and technology,
and earth and space sciences.

3. Empirical Analysis
3.1. Econometric estimation method

In order to evaluate the determinants of scienpficduction at the macro level, we use
system GMM estimators developed by Arellano andd8dit995) and Blundell and Bond
(1998). This estimation method is suitable for study, because it allows for dealing with
econometric (endogeneity) problems and taking astmount the dynamic specification. First,
the dynamic specification of scientific productionodel leads to highlight the “Saint
Matthew Effect” or the “knowledge begets knowledgé'the cumulative advantage model of
the knowledge production process (Crespi and Ge20@h; Kossi et al., 2012; Zucker et al.,
2007). Second, some of the variables especiallgtiadity of institutions and public spending
may be endogenous. The System GMM estimator allesvdo address this endogeneity
problem. We use lagged variables as instruments.oéd regressions include the small
sample correction proposed by Windmeijer (2005ruter to obtain robust two-step standard
errors.

For the analysis of the direct effect of instituso our empirical equation is given by

Yie = Qo + Q1Yit-1 + Al + az39i + ,BIXit + Uit (6)

Yie, Lie,» gir @and X;; respectively denote the scientific production #peadly the number of
publications (in logarithm) of countriyat the period (yean), the logarithm of enroliment in
higher education (proxy of the number of reseaghdhe quality of institutions, and the
vector of control variables (including the Infornoet and Communication Technologies
(ICT), the level of income per capita, foreign direnvestment, the proxy of public spending
in Research and Development)is the error term.

For the analysis of indirect effects of institugothrough intellectual resources), we
consider the following equation:

Vit = Qo + a1 Vie—1 + aalip + a3gi + @, (g * Dy + B'Xie + gt (7)

(g * D is the interaction term between institutions amgk @f the inputs of scientific
production, enrollment in higher education. lIts fioent a, reflects the effect that the
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quality of institutions exerts on the relationsligtween enrollment in higher education and
scientific production. It is expected to be post{given that good institution index is used)

The dependent variable is ttseientific production (Publication. It is captured by
Scientific and technical journal articles publishelich refer to the number of scientific and
engineering articles published during a given geijgear) in the following fields: physics,
biology, chemistry, mathematics, clinical medicit@omedical research, engineering and
technology, and earth and space sciences. As weotl@pt for count data modélsand
inspired by Crespi and Geuna (2005, 2008), our r#ga variabldPublicationis log (1 +
Scientific and technical journal articles publishetbg is natural logarithm.

Explanatory variables include the (one period) &ajdependent variable, governance and
institutional variables, colonial origin dummy, Biment in higher education, income per
capita,ICT, public spending, Foreign knowledge.

The lagged dependent variable (scientific production at period — 1) measures the
dynamic bias known as “Saint Matthew effect” by @fhithe most productive or famous
research unit (researchers, countries), maintdiashighest possibility of publication with
more favorable scientific environment (Kossi ef 2012). In a macroeconomic approach, this
means that “The more knowledge has been produbedmre it can be recombined to
produce new knowledge” (Crespi and Geuna, 2005pther term it captures “knowledge
begets knowledge” of the cumulative advantage motighe knowledge production process
(Zucker et al., 2007). It is expected to have atp@ssign.

Concerninggover nance and institutional variables, we use three categories of indicators
that characterize democratic governance, politiceédom and civil liberties, freedom of
expression and information. First, we considerdixe(6) governance indicators produced by
Kaufman, Kraay and Mastruzzi. These indicators eafrgm -2.5 (weak) to 2.5 (strong)
governance performance. The indices reflect resmdgt Voice and Accountability \(A),
Political Stability and Absence of Violence), Government Effectivenes&E), Regulatory
Quality RQ), Rule of Law RL), and Control of CorruptionQC). Second, we use indicators
from Freedom House. Originally, Political Rightsda@ivil Liberties are measured on a one-
to-seven scale, with one (1) representing the Ilsigdegree of Freedom and seven (7) the
lowest. However, in order to harmonize the intaigtien of the sign of governance
indicators, we operate a small modification in tvale (we define a new variad®L and
CIL with POL= (8 - Political Rights score), ar@lL= (8- Civil Liberties score)) to have one
(1) representing the lowest degree of Freedom awdns(7) the highest. Finally, we use
democracy indeX¥olity2 from PolitylV database. It is a combined index efrtbcracy and
autocracy, ranged from -10 (strongly autocratic}1® (strongly democratic). The expected
sign of their coefficient is positive.

Colonial origin: we use dummy variableBfitishD) which takes the value of 1 if the
country is former British colony and O if not. Tle&pected sign of this variable is positive
assuming that former British colonies achieve higkeientific production compared to
former other colonies in Africa (La Porta et aD03).

2 The data, on the dependent variable, we use (Sfheand technical journal articles) seem not bert data.
Even though in the WDI database online (http://dedddbank.org/indicator/IP.JRN.ARTC.SC, access@d 2
May 2013), data refer to the number of scientifid &ngineering articles published per year, theynat count
or discrete data (we have decimal or continuoua datce 1995). As mentioned in the related Databank
reason is that: “Counts are based on fractiondgasents; articles with authors from different ctrigs are
allocated proportionately to each country.... Artickre counted on a fractional-count basis thabisarticles
with collaborating institutions from multiple couigts/economies, each country/economy receivesidraat
credit on basis of proportion of its participatingtitutions”.

Moreover, the number of zeros is likely to be snf@lible 9). In our database, we have zeros foryfears in
only four (4) countries (Liberia 4 years, Djiboui years, Comoros 4 years and Cape Verde 4 years).
Consequently, count model may not be suitable forestimations.
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Enrolment in higher education, we use gross tertiary school enroliment ratio {fo)
logarithm Enrolmen}. It is a proxy of the number of researchers asdarch institutions, or
intellectual resources. Higher education can imgacnomic growth through the Research
and Development Channel. Higher education is nacgde increase a country’s capacity to
conduct research and generate new knowledge tologeveew product and production
technologies (Kimenyi, 2011). According to Wang 1@)) tertiary education and the
proportion of scientific researchers are robustemeinants that had positive effects on
Research and Development intensity in OECD cousatrie

The level of income per capita: We use gross national income per capita in ltigari
(Incomg. Van Pottelsberghe (2004) shows that the levahobme per capita may explain
difference across countries in terms of ReseardiDmvelopment intensity.

Information and Communications Technology (ICT): We use total telephone (mobile
and fixed-line) subscribers per 100 people (in tdlgm) as measure of the level of ICT in a
given country at a given period. ICTs provide geeafaster and more convenient access to
(national and foreign) scientific and technologititdrature (Khelfaoui, 2009). It is therefore
expected to affect positively scientific output.

Public spending: Gross public investment (% of GDP) in logarithsnused as proxy of
public expenditure on education and scientific aesié. According to van Pottelsberghe
(2004), research intensity depends on the pubperediture.

Foreign knowledge: Foreign Direct Investment inflow in logarithr[dl) is used as proxy
for foreign research and development. Foreign kadgeé (knowledge generated in other
countries) is a third source of new technology day national economy, (Guellec and van
Pottelsberghe, 2001). Foreign direct investmewnis of the channels through which foreign
technology or research could reach national econ¢iinps and researchers). National
researchers can interact with foreign scientigtgjreeers or competitors who invested in their
country. FDI is expected to affect positively dotiescientific production, even though
Wang (2010) found for 26 OECD countries from 19842006 that foreign technology
inflows had a robust and negative impact on dorné&tisearch and Development.

3.2. Data

We use data from various sources (National Sci€ecamdation, Science and Engineering
Indicators, Worldwide Governance Indicators, Pelity freedom house, Africa Development
Indicators, World Development Indicators) on a parfiel7 African countries over the period
1994-2009. Data sources are presented in Tableedcriptive statistics of data variables are
also reported in Table 2.

In 2009, about 5080 articles were published in &driSouth Africa, Egypt and Tunisia
have published the largest number of scientificclag, respectively 2863, 2247, and 1022
articles. In contrast, Liberia, Sao Tome and PpeciComoros, and Somalia have made lesser
effort in terms of scientific production with haydbne paper published. In our sample,
indicator of the number of scientific and enginegriarticles varies between zero article
(Liberia, Djibouti, Comoros, Cape Verde) to 2916Gickes (South Africa, 2008) with an
average publication of 141 scientific articles. Hmollment in tertiary education rate ranges
from less than 1% (Angola, Chad, Djibouti, and NMa)ato 37% (Egypt, 1998) with a mean
of 5.18%. The mean values of all the six governandeators (of Worldwide Governance
Indicators) exhibit negative sign.

* The ideal is to use Research and development spgniolit unfortunately data on Research and devedopm
expenditure are not available for most of Africactries for the period covered by this study. Wpraximate
it by Gross public investment, but having in mihe eventual bias related to this approximation.

1492



Economics Bulletin, 2013, Vol. 33 No. 2 pp. 1487-1503

4. Regression results

Table 3 presents results on direct effects of tutsbnal quality on scientific production.
The results show that the coefficients of all tixegpvernance indexes produced by Kaufman,
Kraay and Mastruzzi, are positive and statisticallynificant (columns 3.1 to 3.6Y/A and
CC have the highest coefficients (0.678 and 0.671)es€ results suggest that better
institutions increase the number of scientific jmalrarticles published by a given country. In
other words, countries with better institutions gl more. We obtain similar results using
alternative measures of governance indicators franous databases.

Column 3.7 reports the results using the democirsabgx, polity2. The coefficient of this
index is positive and statistically significant shog that democracy enhances scientific
production. The last two columns 3.8 and 3.9 contlaé results with the use of respectively
the political freedom and civil liberties indexesrh freedom house database, as governance
indicators. The coefficients of these indices aosifive and statistically significant. This
suggests that countries with high degree of ciwvitl golitical freedom achieve higher
scientific production.

In sum, results shows that better institutionscféerectly and positively scientific output.
These findings validate our first hypothesis.

Institutions can affect scientific production irgtitly through allocation and the
effectiveness of inputs. In this paper, we analyeeindirect effect through the allocation of
intellectual resources.

Estimations results of the indirect effects of itasions through enrollment in higher
education are presented in Table 4. As expected;dbfficients of interaction terms between
governance indicators and enrollment rate are igesdnd statistically significant. These
results suggest that better institutions reinfdfee positive effect that intellectual resources
exert on scientific production. This suggests tbatintries with weak institutions achieve
lower tertiary education enrollment rate and lessrgific production, and similarly, countries
with better institutions achieve higher tertiaryuedtion enrollment rate (intellectual
resources), a factor that may be crucial for sdiemroduction. These results are in line with
the finding of Weinberg (2011) that democracy isoasated with the production of more
important scientists and Séka (2005) that corrapéfiects negatively enroliment in higher
education. These results allow us not to reject erond main hypothesis that better
institutions improve scientific production througlocation of talents and the effectiveness of
inputs.

As South Africa dominates the production of reseam the continent, one may wonder
whether the results are driven largely by this ¢opurWe test this by excluding South Africa
in the sample. Specifically, we report the estioratiesults using:

(a) the sub-sample of African countries excludiogit Africa (Table 5),
(b) the sub-sample of Sub-Saharan African counffiable 6) and
(c) the sub-sample of Sub-Saharan African counaxetuding South Africa (Table 7).

The results for the independent variables of iste(mstitution variables and interaction
terms) in all these sub-samples are largely cargistith those of the full sample in Table 4.
However, the coefficient values in the regressanesdifferent from a sub-sample to another.
This reflect various degree of sensitivity of eaci-sample scientific production vis-a-vis a
given governance indicator.

In our econometric estimates, results indicate tt@lagged dependent variable is positive
and statistically significant reflecting the “SaiMatthew effect”. This result not only
highlights the suitability of the dynamic GMM appiah used, but also confirms the opinion
of Zucker et al. (2007) that the rate of creatibm@w knowledge increases proportionally to
the level of existing stock of knowledge (“Knowlexlgegets knowledge”).
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5. Conclusion

In this paper, we examine the macroeconomic detemts of scientific production in
Africa by focusing for the first time on direct amatirect roles that institutions and colonial
origins may play. We test empirically hypothesesiveéel from a theoretical model of
scientific production function that incorporate® thuality of institutions, using econometric
estimations. Our main results indicate that bettemomic and political institutions improve
scientific production directly and indirectly thrglu provision and effectiveness intellectual
resources. Furthermore, the positive and signiticemefficient associated with lagged
dependent variable indicates that countries thaligtumore today are likely to produce more
knowledge in the future.

The findings of this paper suggest the followingligo implications: First, higher
education should be improved (quantitatively andlitatively) in order to increase the
number and the productivity of highly qualified easchers (intellectual resources) through
increased government spending in higher educaitidragtructure and research funding).

Second, promotion of good governance, institutiogablity and learning languages
(especially English) must be at the heart of refan improvement of scientific research and
innovation in Africans countries.

Finally, future researches should analyze the ipalittconomy of scientific research in
various research fields and make comparison inraaéok for the role of specialization.
The comparison of the scientific research effet@ifferent colonial legacies would also be a
focus of further research.
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Appendix
Table 1. Data and data sources
Variable Definition Source
National Science Foundatiop,
Scientific and technical journal articles refertt@ number of scientific andScience and Engineering Indicators
Publicationl engineering articles published World Development Indicators
Publication log (1 + Scientific and technical journal articles publighe World Development Indicators
Enrollment log (1 + gross tertiary school enrollment ratio) World Bpment Indicators
mobile and fixed-line subscribers (total telephsuéscribers) per 100 people
ICT (in logarithm) Africa Development Indicators
Infrastructure Gross public investment (as a percentage of GDRgiarithm Africa Development Indicators
FDI Foreign Direct Investment net inflows (as a peragatof GDP) in logarithm Africa Development Indimat
The GNI (gross national income) per capita, using World Bank Atlas
Income method, divided by the midyear population. (Curidr$. dollar) in logarithm. | Africa Development liediors
Dummy variable which takes the value of 1 if theumiy is former British
BritishD’ colony and 0 if not
Voice and Accountabilittanges from -2.5 (weak) to 2.5 (strong) governgridee Worldwide Governange
VA performance Indicators, www.govindicators.org
Political Stability and Absence of Violencanges from -2.5 (weak) to 25 he Worldwide Governange
PS (strong) governance performance Indicators, www.govindicators.org
Government Effectivenessinge from -2.5 (weak) to 2.5 (strong) governgritiee Worldwide Governange
GE performance Indicators, www.govindicators.org
Regulatory Quality ranges from -2.5 (weak) to 2.5 (strong) goverearikhe Worldwide Governange
RQ performance Indicators, www.govindicators.org
Rule of Lawranges from -2.5 (weak) to 2.5 (strong) goveregmerformance The Worldwide Governance
RL Indicators, www.govindicators.org
Control of Corruption ranges from -2.5 (weak) to 2.5 (strong) goveredrithe Worldwide Governange
CC performance Indicators, www.govindicators.org
polity2 is a combined index of democracy and awatogiof POLITY IV project,
polity2 ranged from -10 (strongly autocratic) to +10 (stigrdemocratic) Polity IV
Freedom House|,
Index Political right measured on a one-to-sevealescwith seven (7)) http://www.freedomhouse.org/repoft-
POL representing the highest degree of Freedom and1yrlee lowest types/freedom-world
Freedom House
Index Civil liberties measured on a one-to-sevemlescwith seven (7)) http://www.freedomhouse.org/repoft-
CIL representing the highest degree of Freedom andlyrlee lowest types/freedom-world

* Former British colonies (17): Botswana, Egypt, Gambia, Ghana, Lesothoy&eMalawi, Namibia, Nigeria, Sierra Leone, Soufhica,
Sudan, Swaziland, Tanzania, Uganda, Zambia, Zimbabw
Other former colonies (French) (21): Algeria, Benin, Burkina Faso, Cameroon, anAfrican Republic, Chad, Comoros, Congo, Céte
d'lvoire, Djibouti, Gabon, Guinea, Madagascar, Miauritania, Mauritius, Morocco, Niger , Senegébgo, Tunisia. (Portuguese +
Belgian + ltalian + Spanish) (9): Angola, Burun@ape Verde, Congo (Democratic Republic), Guinea#®is Mozambique, Rwanda,
Equatorial Guinea, Ethiopia.
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Table 2. Descriptive statistics

Variable Obs Mean Std. Dev. Min Max
Publication1 784 141.2 413.6 0 2916
Publication 784 3.1 1.8 0 8.0
Enrollment 752 15 0.7 0 3.6
Income 784 6.4 11 4.4 9.6
ICT 784 0.9 0.8 0 34
Infrastructure 768 1.8 0.7 -2.3 35
FDI 768 12 0.9 -2.3 5.0
BritishD 784 0.3 0.5 0 1.0
VA 686 -0.6 0.7 -1.9 1.0
PS 686 -0.5 0.9 -3.0 1.2
GE 686 -0.7 0.6 -2.0 0.9
RQ 686 -0.6 0.6 -2.4 0.9
RL 686 -0.7 0.7 -2.2 11
CcC 686 -0.6 0.6 -2.1 1.2
polity2 768 0.8 5.3 -9 10
POL 784 4.5 1.8 1.0 7.0
CIL 784 4.3 1.3 1.0 7.0
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Table 3. Directs effects of institutions in Africa. Depemdé&/ariable, log(1+ Scientific and technical jouragicles)

3.1 3.2 3.3 3.4 3.4 3.6 3.7 3.8 3.9
L.Publication 0.706*** 0.478* 0.728*** 0.546*+* 0.610*** 0.502*+* 0.526*** 0.327* 0.387***
(5.40) (1.87) (6.97) (3.66) (5.91) (3.54) (4.48) 2.1Q) (2.65)
Income -0.772%* -0.651** -0.191* -0.530** -0.465** -0.558¢ -0.163 -0.752%** -0.794%**
(2.62) (1.99) (1.65) (2.21) (2.44) (2.50) (1.20) .36 (3.59)
ICT -1.282** -0.886** -0.243*** -0.869** -0.795%** -1.B6*** -0.154 -1.104** -0.971*
(2.40) (2.21) (2.61) (2.35) (2.74) (3.19) (0.67) 23 (2.45)
FDI -0.303* -0.153 -0.300*** -0.422** -0.410** -0.538* -0.072 -0.463** -0.422*
(1.96) (0.88) (2.92) (2.24) (2.52) (1.83) (1.29) .50 (1.92)
Enrolement 2.034%* 1.800%** 0.675%** 2.009%** 1.812%+* 2.364*** 0.931%** 3.131%+* 2.938*+*
(3.08) (3.21) (2.89) (3.11) (3.63) (4.10) (2.97) .14 (4.29)
Infrastructure 0.251* 0.159 0.114 0.241* 0.248** 0.254* -0.114 282* 0.261**
(1.85) (0.93) (1.55) (2.06) (2.44) (1.70) (0.69) .98) (2.16)
BritishD 0.552* 2.416* 0.279* 0.732* 0.592** 0.768* 0.600* 1.021* 0.995%**
(1.67) (1.88) (1.94) (1.97) (1.97) (1.73) (1.95) 1) (2.61)
VA 0.678**
(2.53)
PS 0.414*
(2.14)
RQ 0.260**
(2.24)
GE 0.517**
(2.03)
RL 0.383**
(2.13)
CcC 0.671*
(2.19)
polity2 0.043*
(1.76)
POL 0.205*
(1.70)
CIL 0.190*
1.72)
Intercept 4.128** 3.223* 1.528** 2.764** 2.325% 2.880** 1.86* 2.153 2.412*
(2.93) (1.96) (2.02) (2.12) (2.27) (2.31) (1.78) 1.56) (2.30)
Observations 599 599 599 599 599 599 599 599 599
countries 47 47 47 a7 47 47 47 47 47
Instruments 38 38 24 38 39 38 39 39 39
AR(1) (p-value) 0.003 0.022 0.001 0.001 0.000 0R.0 0.002 0.009 0.010
AR(2) (p-value) 0.099 0.127 0.207 0.160 0.195 0.261 0.214 0.286 0.226
Hansen (p-value) 0.207 0.297 0.842 0.258 0.277 0.114 0.352 0.435 2660

Note: The estimation method is two-step system GWith Windmeijer (2005) small sample robust correwcti
LPublicationis the lagged dependent variable.
The values in parentheses are absolliie wé z-statistics.
The null hypothesis of the AR tests &ttiine errors exhibit no second order serial catiaah.
*x xx and * denote statistical signifance at the 1%, 5%, and 10% levels, respectively.
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Table 4. indirect Effects of institutions in Africa. Depesnt Variable, log(1+ Scientific and technical joairarticles)

4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9

L.Publication 0.831*** 0.711%* 0.740*** 0.772%* 0.778** 0.774%* 0.779%** 0.9471%** 0.879***

(8.54) (6.18) (8.12) (9.80) (7.83) (9.47) (9.66) 15Q@2) (8.20)
Income -0.351* -0.470%** -0.269** -0.253** -0.257* -0.311* -0.355%** -0.334 -0.263

(1.85) (2.62) (2.32) (2.01) (1.87) (2.44) (2.90) .Ad) (1.05)
ICT -0.544 -0.621** -0.741* -0.683*** -0.572* -0.691** -0.467** 0.016 -0.262

(1.64) (2.05) (2.25) (2.96) (1.66) (2.26) (2.42) 1@ (0.99)
FDI -0.178** -0.157** -0.116* -0.123** -0.134** -0.13% -0.275* -0.177 -0.180*

(2.67) (2.50) (1.93) (2.44) (2.50) (2.54) (1.73) .1@) (1.78)
Enrolement 1.635** 1.670*** 1.622%* 1.485%* 1.228** 1.670%* 1.103** -0.118 -0.868

(2.31) (2.63) (2.98) (3.41) (2.48) (3.17) (3.01) .3® (1.36)
Infrastructure 1.234%** 0.911* 0.727** 0.856*** 0.814* 0.862** 0.840%** 0.820*** 1.728%*

(2.82) (2.10) (2.23) (2.81) (2.07) (2.56) (3.09) 9@ (3.05)
BritishD 0.498* 0.691** 0.610*** 0.588*** 0.580** 0.492** 0489** 0.157 0.515*

(1.69) (2.53) (2.67) (2.85) (2.45) (2.40) (2.28) .80 1.72)
VA -1.497%*

(2.76)
EnrolmenkVA 0.789*

(2.45)
PS -0.633**

(2.49)
EnrolmenkPS 0.397***
(2.74)
GE -1.307**
(2.56)
EnrolmentxGE 0.805**
(2.51)
RQ -1.372%*
(3.18)
EnrolmentxRQ 0.843*+*
(3.23)
RL -0.945**
(2.36)
EnrolmenkRL 0.543*+*
(2.59)
cC -1.643%*
(3.05)
EnrolmenkCC 0.951%**
(2.97)
polity2 -0.078*
(1.79)
Enrolmenkpolity2 0.039*
(1.68)
POL -0.311*
(1.89)
EnrolmenxPOL 0.142*
(1.71)
CIL -0.808***
(2.61)
EnrolmenkCIL 0.366**
(2.49)

Intercept -1.608 0.279 -0.787 -1.038 -0.628 -0.970 0.402 4.50 1.478

(1.39) (0.21) (0.76) (0.99) (0.54) (0.88) (0.59) 1.1Q) (0.75)
Observations 599 599 599 599 599 599 599 599 599
countries 47 a7 47 47 47 47 47 47 47
Instruments 41 41 41 42 41 41 41 41 43
AR(1) (p-value) 0.002 0.003 0.001 0.001 0.002 0.001 0.001 0.001 0.002
AR(2) (p-value) 0.117 0.071 0.084 0.103 0.092 90.0 0.100 0.115 0.166
Hansen (p-value) 0.255 0.531 0.594 0.597 0.623 5660. 0.362 0.182 0.530

Note: The estimation method is two-step system GWith Windmeijer (2005) small sample robust correwcti
LPublicationis the lagged dependent variable.
The values in parentheses are absolliie wé z-statistics.
The null hypothesis of the AR tests @ttiine errors exhibit no second order serial catiat.
*x xx and * denote statistical signifance at the 1%, 5%, and 10% levels, respectively.
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Table 5. Africa excluding South Africa: Dependent Variadeg(1+ Scientific and technical journal articles)

5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
L.Publication 0.813*** 0.635%** 0.703%** 0.740%** 0.699*** 0.738*** 0.800*** 0.913%** 0.848***
(7.81) (5.63) (7.02) (8.15) (6.06) (8.64) (4.73) 4.66) (8.10)
Income -0.350 -0.568*** -0.312** -0.270* -0.312* -0.336** -2.446%* -0.230 -0.291
(1.60) (3.31) (2.33) (1.86) (1.92) (2.42) (3.47) .5() (1.17)
ICT -0.557* -0.728** -0.771% -0.730%** -0.692* -0.710* 1.237* -0.192 -0.193
(1.66) (2.14) (2.28) (2.91) 1.73) (2.31) (1.89) 48) (0.97)
FDI -0.202%** -0.146** -0.131** -0.131** -0.144** -0.13** -0.016 -0.262** -0.166*
(2.92) (2.38) (1.96) (2.24) (2.23) (2.42) 0.12) 5@ (1.82)
Enrolement 1.625** 1.936%** 1.700%** 1.556%** 1.422% 1.703%* 1.536** -1.487 -0.589
(2.19) (2.86) (3.13) (3.36) (2.43) (3.06) (2.32) .2(1) (0.98)
Infrastructure 1.415%* 0.802** 0.816** 0.962%** 0.890** 0.937*** 0.460* 1.501* 1.607*+*
(3.41) (2.09) (2.20) (2.62) (2.02) (2.70) (1.80) 4D (3.11)
BritishD 0.525* 0.727** 0.669*** 0.630%** 0.647** 0.534** 0236 0.359 0.433*
(1.75) (2.44) (2.67) (3.05) (2.44) (2.46) (0.43) .8@) (1.69)
VA -1.522%*
(2.53)
EnrolmenkVA 0.767*
(2.17)
PS -0.564**
(2.31)
EnrolmenkPS 0.398***
(2.61)
GE -1.343*
(2.31)
EnrolmenxGE 0.811*
(2.39)
RQ -1.483%*
(2.93)
EnrolmenkRQ 0.895***
(3.15)
RL -0.964**
(2.07)
EnrolmenkRL 0.573***
(2.63)
cC -1.645%**
(2.71)
EnrolmenxCC 0.932%**
(2.61)
polity2 -0.627***
(2.81)
Enrolmenkpolity2 0.343%**
(2.79)
POL -1.136**
(2.20)
EnrolmenxPOL 0.511*
(2.04)
CIL -0.683**
(2.29)
EnrolmenkCIL 0.286**
(2.01)
Intercept -1.896 1.031 -0.683 -1.139 -0.379 -0.908 12.064** 3.013 1.486
(1.52) (0.90) (0.53) (0.89) (0.27) (0.76) (3.39) 1.08) (0.79)
Observations 586 586 586 586 586 586 586 586 586
countries 46 46 46 46 46 46 46 46 46
Instruments 41 41 41 42 41 41 41 26 43
AR(1) (p-value) 0.001 0.003 0.002 0.001 0.003 0.00 0.036 0.007 0.001
AR(2) (p-value) 0.146 0.062 0.086 0.111 Q.09 0.099 0.063 0.269 0.141
Hansen (p-value) 0.304 0.597 0.680 0.689 0.715 0.643 0.357 0.704 0.529

Note: The estimation method is two-step system GWith Windmeijer (2005) small sample robust correwcti
LPublicationis the lagged dependent variable.
The values in parentheses are absolliie v z-statistics.
The null hypothesis of the AR tests @ttiine errors exhibit no second order serial catiah.
*x xx and * denote statistical signifance at the 1%, 5%, and 10% levels, respectively.
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Table 6. sub sample of Sub-Saharan African countries: Deg@nVariable, log(1+ Scientific and technical joalr

articles)
61 62 62 64 AE 6 F 67 A€ 6 C
L.Publicatior 0.857** 0.787** 0.530** 0.804x** 0.781** 0.897** 0.783** 0.917*** 0.96(***
(8.27 (3.89 4.74 (12.26 (6.11 (11.27 (7.01 (9.47 (10.46
Income -0.345%* -0.881 -0.731*=* -0.365** -0.47¢* -0.30€** -1.012%** -0.88¢*+ -0.191
(2.25 (1.31 (3.48 (3.64 (2.27 (2.58 (2.83 (2.45 (1.05
ICT -0.26! -0.961* -1.03¢* -0.42¢& -0.33¢ -0.19¢ 0.27: 0.29¢ -0.20¢
(0.79 (1.71 (2.15 (1.83 (0.81 (0.66 (0.83 (0.89 (0.69
FDI -0.15¢* 0.00¢ -0.09¢ -0.04¢ -0.17¢* -0.09&* -0.111 -0.12: -0.148&*
(2.21 (0.06' (0.97 (0.74 (1.78 (1.83 (1.38 (1.63 (2.09
Enrolemer 1.362+* 3.10%* 3.58** 1.665+** 2.427** 1.357** 0.46( -1.58¢ -1.29¢
(2.12 (2.11 (3.23 (2.83 (2.93 (2.39 (1.29 (1.44 (1.32
Infrastructure 1.042x%* -0.497 0.928** 0.48* 1.352+* 0.768* 0.80z* 1.343** 1.235%**
(2.65 (1.25 (3.01 (2.20 (1.97 (2.55 (1.89° (3.44 (3.21
BritishD 0.38¢ 0.49: 0.98(* 0.41¢ 0.837* 0.26¢ 0.40¢ 0.351] 0.29:
(1.40 (0.86' (1.88 (1.79 (2.57 (1.37 (1.13 (0.93 (0.92
VA -1.242%*
(2.26'
EnrolmenxVA 0.66%*
(1.65
PS -1.218*
(2.05
EnrolmenxP< 1.307*
(2.23
GE -2.94 0% *
(2.70
EnrolmenxGE 2.03€x**
2.77
RC -1.360+*
(2.46
EnrolmenxRC 0.953*
(2.30
RL -2.890*
(2.37
EnrolmenxRL 1.59¢x*
(2.13
CcC -1.8271%**
(2.91
EnrolmenxCC 0.962x**
(2.62
polity2 -0.470*=*
(2.66
Enrolmenxpoli 0.287*
(2.46
POL -1.158*
(2.40)
EnrolmenxPQ 0.640*
(1.98
CIL -0.893*
(1.96'
EnrolmenxCIL 0.43¢*
(1.66'
Intercep -1.16¢ 3.65¢ -0.367 -0.17¢ -2.60¢ -1.227 4,705 6.230** 2.17¢
(1.26 (1.04 (0.23 (0.28 (1.27 (1.12 (2.63 (2.01 (0.94
Ohservatinn 507 507 507 507 507 507 507 507 507
countrie: 41 41 41 41 41 41 41 41 41
Instrument 41 3€ 41 41 40 41 41 41 41
AR(1) (k- 0.00z 0.00¢ 0.00¢ 0.00z 0.00¢ 0.001 0.01: 0.00¢ 0.001
AR(2) (k- 0.12( 0.08¢ 0.08¢ 0.09: 0.13¢ 0.11( 0.09¢ 0.201 0.091
Hansen (- 0.35¢ 0.36¢ 0.28¢ 0.25¢ 0.39¢ 0.287 0.58¢ 0.371] 0.417

Note: The estimation method is two-step system GWith Windmeijer (2005) small sample robust correwcti
LPublicationis the lagged dependent variable.
The values in parentheses are absolliie v z-statistics.
The null hypothesis of the AR tests &ttiine errors exhibit no second order serial catiah.
*x xx and * denote statistical signifance at the 1%, 5%, and 10% levels, respectively.
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Table 7. sub-Saharan Africa excluding South Africa: Depenidéariable, log(1+ Scientific and technical jouragicles)

7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
L.Publication 0.650*** 0.688*** 0.757** 0.793*** 0.625** 0.854**= 0.751%* 0.770** 0.681***
(5.81) (2.86) (7.19) (24.07) (2.49) (8.95) (4.87) (3.36) (3.15)
Income -0.606* -1.013* -0.436*** -0.312%** -0.828** -0.609* -1.94x= -0.273 -0.442
(2.02) (2.05) (3.32) (3.10) (2.03) (1.69) (3.21) AQ) (0.60)
ICT -1.083 -1.123* -0.5631* -0.435 -0.993 0.076 0.579 .302 -0.463
(1.56) (2.91) (1.73) (1.58) (1.46) (0.25) (1.14) A0 (0.70)
FDI -0.277%* -0.001 -0.073 -0.364* -0.136 -0.345* 04 -0.316** -0.353**
(2.70) (0.01) (0.41) (1.95) (0.95) (2.08) (1.59) .29 (2.56)
Enrolement 3.386** 3.534** 2.577** 1.641%** 5.873** 1.545% 0.602 -2.818 -1.692
(2.53) (2.34) (2.62) (3.46) (2.65) (2.41) (1.09) .39) (1.48)
Infrastructure 1.558*** -0.532** 0.909*** 0.558** 1.476* 0.801*** 1.180* 1.416** 1.326*
(2.61) (2.42) (3.58) (2.46) (2.21) (3.25) (2.26) .08 (1.89)
BritishD 0.970** 0.565 0.605* 0.430* 1.242* 0.323 0.662 o776 0.881
(2.00) (2.17) (1.68) (1.90) (1.75) (1.54) (1.10) .28) (1.37)
VA -2.795*
(2.90)
EnrolmenkVA 1.755*
(1.69)
PS -1.045*
(1.65)
EnrolmenkPS 1.286**
(2.13)
GE -2.615*
(2.33)
EnrolmenkGE 1.645**
(2.15)
RQ -1.532%*
(2.91)
EnrolmenkRQ 1.010%**
(2.97)
RL -6.715%**
(2.62)
EnrolmenkRL 4.014**
(2.48)
CcC -1.926**
(2.40)
EnrolmenkCC 1.006**
(2.21)
polity2 -0.819***
(2.89)
Enrolmenkpolity2 0.501**
(2.80)
POL -1.558*
(1.84)
EnrolmenkPOL 0.847*
(1.76)
CIL -1.220**
(2.03)
EnrolmentxCIL 0.632**
(2.03)
Intercept -2.146 4471 -1.827 -0.193 -5.270 0.550 7.374%* AR 5.418
(0.89) (1.56) (1.31) (0.19) (1.50) (0.30) (3.02) 1.1¢1) (1.16)
Observations 509 509 509 509 509 509 509 509 509
countries 40 40 40 40 40 40 40 40 40
Instruments 40 36 40 40 35 39 40 25 25
AR(1) (p-value) 0.007 0.007 0.002 0.001 0.035 0.00 0.030 0.008 0.003
AR(2) (p-value) 0.236 0.114 0.098 0.149 0.185 46.1 0.217 0.364 0.129
Hansen (p-value) 0.414 0.425 0.480 0.370 0.239 970.3 0.690 0.831 0.731

Note: The estimation method is two-step system GWith Windmeijer (2005) small sample robust correwcti
LPublicationis the lagged dependent variable.

The values in parentheses are absolliie wé z-statistics.
The null hypothesis of the AR tests &ttiine errors exhibit no second order serial catiat.
*x xx and * denote statistical signifance at the 1%, 5%, and 10% levels, respectively.
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Table 8. Trend of the Scientific and technical journal @es in different region of the World

Regions 1981 1985 1990 1995 2000 2005 2006 2007 20043 200
European Union 117952 125222| 159455| 195897| 222688 235121 242848 245972 249956 248656
North America 146718 154427 214351 217077| 215444| 231426 236478 237732 241520 237618
East Asia & Pacific 36706 42911] 63365 82586 113881 149540| 161523 169109| 182046| 190579
Latin America & Caribbean 6862 9519 15056| 20432| 21730 23337| 24743| 24033
South Asia 1172% 9586 9700 9967| 10841| 15531| 17784 19386 20373| 21432
Middle East & North Africa 8211 9496 11154| 13881| 15206 16628 17920 19167
Australia 8138 8247| 10664 13125| 14589| 15972 17217 17834| 18776 18923
Russian Federation 0 0 18604| 17180 14425| 13562 13954| 13970 14016
Sub-Saharan Africa 4244 4051 3927 4183 4616 4952 5074 5080
World 331233 351652| 475365] 564137] 629903| 709431| 739985 758567 783313 788333

Source: National Science Foundation, Science agihBering Indicators World Development Indicators

Table 9. scientific and technical journal articles in Afsit countries

Country Name 1986 1990 2000 2009
World 423115 475365 629903 788333
Sub-Saharan Africa 4563 4244 3927 5080
Top Ten

South Africa 2653 2406 2221 2864
Egypt 1070 1254 1433 2247
Tunisia 76| 104 292 1022
Algeria 81 98 211 607
Nigeria 976 815 401 462
Morocco 76 97 466 391
Kenya 238 255 232 291
Ethiopia 45 70 90 175
Tanzania 90 69 96 152
Cameroon 15 46 73 145
Bottom five

Equatorial Guinea D 1 0 2
Somalia 7| 9 1 1
Comoros q 0 1 1
Sao Tome and Principe 0 0 1 0
Liberia 5 6 1 0

Source: National Science Foundation, Science agthBering Indicators World Development Indicators
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