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Abstract

This study examined the Efficiency Market hypothesis in its weak form using run tests, unit
root tests and the Ljung-Box Q-statistics. The motivation was to determine whether foreign
exchange rate returns follow a random walk. The data covered the period starting January
1994 to June 2007 for the daily closing spot price of the Kenya shillings per US dollar
exchange rate. The main finding of this study is that the foreign exchange rate market is not
efficient. The results showed that most of the rejections are due to significant patterns, trend
stationarity and autocorrelation in foreign exchange returns. This is attributed to both
exchange rate undershooting and overshooting phenomena.
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1.0 Introduction
The concept of market efficiency when used withpees to speculative markets means that
market prices should fully and instantaneouslyectflall information available to market
participants (Fama, 1970). Therefore, it should ilmpossible to earn excess returns to
speculation. Also past asset prices should not hayepredictive ability. Interest in the foreign
exchange markets efficiency goes back to the detmateerning whether, financial prices fully
and instantaneously reflect all available inforrmatand how this affects economic efficiency.

Three forms of market efficiency can be distingasibased on the information used to form
expectations of future prices (Fama, 1991). Fihst,weak form of efficiency in which security

prices reflect all historical information. Secortle semi-strong form of efficiency in which

security prices reflect all publicly available infieation. Third, the strong-form of market

efficiency in which, security prices include aliyate information.

It was Bachelier (1900) who first suggested thaetaprices in an efficient market are well
described by a random walk and therefore they cbeldormally distributed. This argument
gave birth to the random walk hypothesis (RWH) ek changes in asset prices do not display
any pattern. Earlier test of market efficiency réfere exclusively tested for randomness of asset
prices and asset returns. The rationale is thataikets quickly impounded any new information
into current asset prices (i.e. the market is Effi then there could be no pattern in price
changes hence asset prices are random.

Though many studies have been done on the effigciefidhe foreign exchange markets in

developed countries, little is known about theserketa in developing economies. Extant

literature on market efficiency in Kenya is limit@durgat, 1998; Ndunda, 2002; Muhoro, 2005;

Kimani, 2007), self-contradictory and fraught witiethodological problems (Kimani, 2007).

Therefore, it is worth revisiting the issue of ei#incy of the foreign exchange markets in Kenya
and its implication for business policy.

This study employs a longer period of data and feerént methodology to reexamine the
efficiency of the foreign exchange rate market iania. The Efficiency Market Hypothesis
(EMH) is re-examined using the nominal exchange earies for the Ksh/US dollar. The US
dollar is the most traded currency on the spot etaakd is the denominator of most business
transactions and asset valuations. The data coverperiod from January 2, 1994 to June 30,
2007.

The study applied the run tests, unit root testd,the Ljung-Box (LB) Q-statistics to analyze the
efficiency of the foreign exchange market in Kenyae RWH implies that foreign exchange
rate returns follow a unit root process and areauto-correlated. This study focused on these
two features not only due to the fact that notabartures from the RWH can be captured by the
unit root test but also because the autocorrelatemture has important implications for
exchange rate model. For instance, autocorrelatements suggest the possibility of either
exchange rate overshooting or undershooting.

The results from the run tests show that theret exgmificant differences between actual and
expected numbers of runs. Moreover, there appeabe timportant patterns in the differences



between actual and expected number of runs ofrdiftesigns. With the exception of the 1-day
differencing interval, the differences between attand expected number of runs are negative
for plus and no change runs, and positive for mmas. This means that the exchange rate has a
higher tendency to appreciate than to depreciakeis Tthe results suggest the presence of
exchange rate undershooting and overshooting. Téreralso significant patterns in exchange
rate returns that can be exploited for profit. Tt root test indicates that foreign exchange
rates have unit roots while currency returns aendr stationary. The returns are also
autocorrelated.

In summary, the evidence adduced in this studygtyosuggests that the foreign exchange rate
market in Kenya is not efficient. This is due te ghresence of significant patterns in exchange
rate returns, serial correlation and trend statipnarhe results also exhibit foreign exchange
rate undershooting and overshooting phenomenonrddtef the paper is organized as follows.
Section 2 presents a brief literature review. ®&cB discusses the methodology. Section 4
presents the results of data analysis. Sectionfgisonclusion

2. Empirical Evidenceon Spot Market Efficiency in Kenya

Evidence on the efficiency of the foreign exchanggrket in Kenya is not conclusive. Those
studies that have examined this issue have appedathfrom two perspectives. There are
studies that have analyzed the presence of priditapportunities in the foreign exchange

market (Kurgat, 1998; Muhoro, 2005), while othemsvdn tested the rationality of market

participants (Ndunda, 2002; Kimani, 2007). All teestudies agree that foreign exchange
markets in Kenya are inefficient. However, theyatlived at this conclusion based on flawed
empirical methodologies. Indeed, the evidence aeldiuny Kurgat (1998) and Muhoro (2005)

with respect to the Kshs/US dollar spot markebisnterfactual.

Kurgat (1998) found the annual mean return on dpé&on to be 51 cents per dollar or about 1
percent (using a mean exchange rate of Ksh. 58foiSthe period). The corresponding returns
for the Pound, Tanzanian shilling and Uganda siglkvere 2%, 83% and 200%, respectively.
Therefore, the rejection of the null hypothesisnainly due to arbitrage in the last two markets
for the Tanzanian shilling and the Ugandan shilliAtso the corresponding p-values for the US
dollar, Sterling pound, Tanzanian shilling and Udgrshilling were 0.18, 0.27, 0.06 and 0.09.
Thus only the returns on the Tanzanian shilling #tr@dUgandan shilling are significant

Muhoro (2005) examined the presence of locatiomal &iangular arbitrage in the currency
market. Using data from both the forex bureaustarccommercial banks, she applied the same
methodology like Kurgat (1998). On the basis of &ealysis she rejects the null hypothesis that
the foreign exchange market is efficient. Howewarandom check of the computed location and
triangular arbitrage profits reveals serious loganad computational errors. For instance, using
15/05/2003 data for illustration, in commercial kasector the highest buying prices for the
Euro, US dollar and Sterling pound were Ksh. 82Kih. 76.35, and Ksh. 119.69, respectively.
The corresponding lowest selling prices were Ksh27, Ks. 66.10 and Ksh. 106.47. This
generates arbitrage profits of Ksh. 5.18, Ksh. 3@2d Ksh. 13.22, respectively, on every unit of
currency traded assuming zero transaction costsveker, in Appendix 2 of this study no
locational arbitrage is reported for all currencesthis date.



Furthermore, using the following exchange ratesegerted in the Daily Nation newspaper of
the same date, one Sterling pound = US$ 1.6091Fone = US$ 1.1513, and the information
above, we find that the triangular arbitrage prédit the Ksh to Euro to US$ to Ksh is Ksh.
81.40; for the Ksh to Sterling pound, to US$ to ksKsh. 154.83 and for the cycle from Ksh to
Euro to pound is Ksh 276. The corresponding figuass from Appendix 2, for banks Ksh
55.64, Ksh 66.51 and Ksh 54.65, respectively. Tieanmannual return on location arbitrage for
banks are Ksh 0.04 or (0.00004%), 0.06 or (0.00Q0&f61 0.03 or (0.00003%) for the USS$,
pound and Euro, respectively, yet the conclusioinas the market is inefficient. While Kimani
(2007) finding that foreign exchange rates aregrateed of order two, | (2), contradicts available
evidence that exchange rates are integrated of orgg (1) (Noman and Ahmed, 2008).

Therefore, the results of these studies are flaarati the issue of the efficiency of the foreign
exchange market in Kenya needs to be re-examintesl clirrent study revisited the question of
the weak form of efficiency of the foreign exchanmgarket in Kenya focusing on the Kshs/US
dollar spot market. However, it goes further thdus tby examining the genesis of the
inefficiency in the foreign exchange rate market.

2.1 Stationarity of Foreign Exchange Rate Returns
The unit root test is designed to test whether gpet rate §) is difference-stationary (null
hypothesis) or trend-stationary (the alternate kiygsis). Though the RWH is contained in the
unit root null hypothesis, its primary focus is thie permanent/temporary nature of shocks to the
spot rate or exchange rate return. Empirical stuthidicate that most macroeconomic time series
data follow random walks. For instance, Noman aridnAdd (2008), Baillie and Bollerslev
(1989), Meese and Singleton (1982) and Poole (1f8if)d a unit root process in the exchange
rates. If time series variables are non-statiorsryegression results with such series will be
different from the classical theory of regressioithvstationary time series. This implies that
regression coefficients with non-stationary timeaesewill be misleading. Therefore, it became
necessary to establish the level of stationaritpanr-stationarity of the spot rate before carrying
out further analysis. Kimani (2007) applied thatuoot tests to the Ksh/USD spot rate and
found evidence for a unit root after differencimg tdata twice. In this study we also focused on
the order of differencing required to achieve starity to see whether Kimani (2007) over-
differenced the data.

2.2 Serially Correlated Exchange Rate Returns
The use of unit root test for randomness is nosisga to some departures from the random
walk process such as serial correlation. Early eogdi studies of the behavior of foreign
exchange rates indicate that there is no seriakladion in the data thus exchange rates follow a
random walk. The evidence is based on testing fioourelated increments in foreign exchange
rates. Auto-correlation test is a reliable measor@esting of either dependence or independence
of random variables in a series. The serial cditglacoefficient measures the relationship
between the values of a random variable at tiare its value in the previous period.

Autocorrelation test provides evidence whether ¢berelation coefficients for residuals are
significantly different from zero. The presencesefial correlation in time series data can be
tested using the Ljung-Box Q-statistics (LB), Vaa ratio test and the Chow-Denning test — a
multiple VR test. This study employed the LB tegédo its popularity in econometric literature.



Giddy and Dufey (1975), Cornell and Dietrich (197Bpgue, Sweeny and Willet (1978), and

Hsieh (1989) applied the serial correlation testfdoeign exchange rate data and found
uncorrelated increments in exchange rates. Theresareral causes of serial correlation in the
foreign exchange market such as exchange rate hmaisg or undershooting, risk aversion,

herding and government intervention. Yet theratike levidence on the causes of failure of the
EMH from developing countries. Kimani (2007) arguleat autocorrelation could be caused by
irrational market participants.

3.0 Empirical Methodology

3.1 Run Tests

A run is a sequence of price changes of the sagme Bi the exchange returns, three different
types of runs can be identified: positive, negatine zero price changes. The objective of a run
test was to determine whether exchange returnsm@ependent and identically distribut@dD).

This is the strongest postulate of tBMH. In this section runs were tested by examining the
differences between expected and actual numberangfin three ways. First, the total actual
number of runs irrespective of sign, and the tetadected number were analyzed. Second, the
total expected and actual numbers of plus, mindszano change runs were examined. Thirdly,
for runs of each sign the expected and actual ntsrdfeuns of each length were computed.

3.1.1 Actual and Expected Number of Runs
The total expected number of runs of all signstli@er Kshs/US$ exchange rates were calculated
as follows:

mz{N(N +1)—inf}/N (1)

i=1
WhereN is the total number of returns, angdare the numbers of returns of each sign. The
distribution ofm is approximately normal for lardé ands,, the standard error ofi is calculated
as

3 3 }é
> [n? + N(N +1)]-2NY - N2
O-m: i+1 5 i+1 (2)
N2(N -1)

The magnitude of the dependence is measured bgizkeof the difference between the total
actual numbers of runs and the total expected ntsnbbese differences are standardized in two
ways. First, the difference between the actual memof runsR, and the expected number can
be expressed by means of the standardized variable.

K = (R+i-é)—m 3)

The Y% in the numerator is a discontinuity adjustmictor. For large samplelk will be
approximately normal with mean zero and unit var&anSecondly, it is measured by i
m)/mvalue.

3.1.2 Actual and Expected Number of Runs of Each Sign
If the signs of price variation are generated mdn process with probabiliti€s(+), P (-), and
P (0) for the positive, negative and zero exchange metuthe expected number of positive,



negative and zero returns is the product of thpa@sse probabilities and the total number of
price changes. Positive, negative and zero retams realized when the exchange rate
depreciates, appreciates or is constant, respbctiver large samples, the expected number of
plus runs of lengthin a sample oN returns is approximated by:

NP(+)’ (4)
The expected number of negative and zero returs ofirall lengths are calculated in the same
manner.

In this section the study focused on the differenoetween the expected breakdown by sign of
the totalactual number of runs and thactual breakdown of the actual number of signs. The
reason is that in most differencing intervals thare differences between the total actual
numbers of all signs and the total expected numiérs above formulae were used to calculate
the expected numbers of runs of each sign for iféréncing intervals of one four, nine and
sixteen days. Moreover, the actual numbers of rand,the differences between the actual and
expected numbers have been calculated. The differgintervals were limited by the length of
the data stream.

3.2 The Unit Root Tests
To examine the issue surrounding non-stationanty anit roots associated with spot rates, we
used an Augmented Dickey-FulléADF) test, which allows for serial correction in theoer
term & . This was important since unit root tests of spteégaeries should take into account
any seasonality in the generation of time-seri¢a.d&he equation used for conductiDF test
has the general structure of equation (5).

AS =a,+pBt+pS.,+ deAa—k T & 5)
k=1
WhereA is the first difference operatofAS = St — $1 |, J, are coefficients 8, is the

coefficient of the time trend for, 8ates,P,is the coefficient of the lagged' tifference of St is
the time trend.g, is a white noise error term. In equation (11)j)if 5, = 0 andpi<1 then the
seriesS is stationary; (ii) if5, = 0 andp; = 1 then the series is non-stationary, (iiijitz Oand
p1<1 then the series is trend-stationary (i.e. statip around a deterministic linear time trend).

3.3 The Serial Correation Tests (Ljung-Box Q-statistics)
One of the ways to test for the presence of auteladion is to regress equation (6) and check
whether they’s, i=1, 2, 3... n are all equal to zero suggestautocorrelation.

AE, = E_,+ YAE , + VAE ,+ YAE +...t YAE  +§ (6)

WhereE; is the residual from the regressigns coefficient of the lagged residuals, whil&, =
E; — E.1. If autocorrelation is present, this will imply thparticipants in the foreign exchange

market are not rational. Ljung-Bd3 statistics were used to test for autocorrelatibngg-Box
Q statistics follows the chi-square distributiorttwm degrees of freedom as shown in equation

(7).



LB:n(n+2)Zm:(|6|f/n—k)E X (7)

k=1
Where [} is the autocorrelation coefficients at lggandn = sample size.

4.0 Empirical Results

4.1 Summary Statistics
One implication of the EMH is that exchange retusins normally distributed. The objective of
this section is to test the EMH by examining théure and type of distribution that can best
describe the behavior of foreign exchange retunnKanya from January 1994 to June 2007.
Table 1 below provides the summary statistics étunns over the sample period.

The mean returns at all sampling intervals are tigaThis implies that on average the
exchange rate has been appreciating. The variahdbeoreturns is low on a daily basis
compared to the weekly and monthly sampling intstvéndeed, the variance of exchange
returns is highest when data is sampled on a wdedys. This means that volatility is highest
when measured from one week to another comparelditp or monthly intervals. The results
also indicate that the returns are positively sleeve¢ the daily and weekly intervals but
negatively skewed at the monthly interval. This gegjs that the exchange rate has a general
tendency to appreciate at longer sampling intervEie results also demonstrate that exchange
returns are highly leptokurtic. This means thateh@&e more extreme movements in exchange
rates than one would expect under the assumptioa pnbrmal distribution. These extreme
returns are more likely at the daily and weekly gling intervals than at longer horizons. The
returns do not conform well to the normal distribatas shown by the Bera-Jaque statistics. The
returns are also highly serially correlated asdatéd by the LB statistics.

4.2 Run Tests
The results in Table 2 show that there exist sigaiit differences between actual and expected
number of total runs. The actual number of rungresater than the expected number at all
differencing intervals. In Table 3, the differertmetween actual and expected number of runs are
negative for plus and positive for minus runs. Bfiere this suggests that exchange rate changes
are nonlinear and asymmetrical. This means thafategn exchange rate depreciates less and
appreciates more than is expected. The patternimisites that the exchange rate has a higher
tendency to appreciate than to depreciate. Howehés, behavior pattern declines with the
increase in the differencing interval. The retuare also positively auto-correlated. Table 4
shows, for the runs of each sign, the probabilitya wun of each length and the expected and
actual numbers of runs of each length. Evidentg, distribution of the runs by sign and length
differ significantly from the normal distribution.

In Table 5 the magnitude of the deviations of datuanber of runs from the expected number of
runs decline with increasing run length. The numdfesictual runs for plus sign is less than the
expected number of plus runs. While the numberctaia runs for minus sign is more than the
expected number of plus runs. There is also an itapbpattern in the magnitude differences.
For instance, the differences between actual apda&d number of plus and minus runs change
sign when the run length exceeds 7 for 1-day addydifferencing intervals. Also, the actual



number of no change runs exceeds the expected mwhhes for 1-day and 4-day differencing
intervals and converge to zero for higher intervals

Table 6 shows the absolute dependence in the dotahl and total expected number of runs
standardized by the standard deviation and the niedarge samples K is normally distributed
with a zero mean and variance of one. The reshtts/ghat the actual number of runs is more
than three standard deviations above the expeatetber for almost all run lengths and all
differencing intervals. The standard deviationgrfrthe mean decline with the increase in run
lengths up to seven runs. The deviations of theahctumber of runs from the expected number
of runs as a proportion of the mean are also vignjfgcantly different from zero. The deviations
from the mean increase with the differencing inééand the run length.

In conclusion, therefore, the actual breakdowruokrby signs differs very significantly from the
breakdown that would be expected if the signs vgeneerated by a random process. Thus the
results strongly suggest that significant pattexist in foreign exchange rate returns that can be
exploited for profit by the speculators. Hencefibreign exchange market is not efficient.

4.3 The Results of the Unit Root Testsin Foreign Exchange Rates M ar ket

The results for testing the stationarity of theefgn exchange returns are presented in Table 7
below. The null hypothesis was that the foreignhexge rates are stationary. The alternative
hypothesis was that foreign exchange rates argatangary (i.e. have a unit root). The decision
rule was based on rejecting the null hypothesteaf computed ADF statistics are less than (or
greater than in absolute values) than the criticdles in Fuller (1976). As a matter of
procedure, this test was performed in level forrd #@men in first differences. The ADF was
performed with different autoregressive orders Iuht series was consistent with white noise
error terms. To achieve stationarity the spot smees was differenced once. The results show
that the series was non-stationary in levels aatiostary in first difference form. Therefore, the
Ksh/USD foreign exchange rate is integrated of oahe, | (1), while foreign exchange returns
are trend stationary. This results contradicts KIm@007) finding that the exchange rate is
integrated of order two, | (2). In summary, therefathe foreign exchange rate market is not
efficient.

4.4 Uncorrelated I ncrements
The autocorrelation test is the most commonly usstl for dependence among financial data.
The results for applying the serial correlatiort tesing Ljung-Box Q statistic are displayed in
Table 8. The lag structure was selected to correspo daily, weekly, bi-weekly, tri-weekly,
monthly, one and a half months, 3 months, six n®rmhd annual intervals. This reflects the
typical decision making horizons for different metrkparticipants. For instance, a one-day
trading interval is typical of speculators in thanket, one-month trading interval is typical of
exporters and airlines, six months horizon is tgpaf the Central Bank and a one-year horizon
is characteristic of pension funds. The null hypesth of no autocorrelation was tested and the
results are presented below. The Q-statistic igifsignt at the conventional levels for all
relevant lags. Indeed, the Q-statistic increasés thie lag length. The results, therefore, indicate
that the exchange returns are not random.



Overall evidence from analysis of data does nopstpthe EMH. The findings are consistent
across samples and the entire study period.

5.0 Conclusions
This study examined the RWH using the run testsngjBox statistics, and the unit root tests.
The data covered the period starting January 1994ite 2007 for the daily closing prices of the
Ksh/UD dollar spot rate. The main finding of thisidy is that the RWH is strongly rejected at
the 5% significance level. The results indicatet tih@ rejections are due to autocorrelation in
currency returns. The exchange rate tends to ajpeenost of the time over the sample period.
Therefore failure of the EMH could be due to exgdemate undershooting and overshooting
phenomena. The unit root tests showed that theaggeh rate data is non-stationary while

returns are stationary. Therefore the evidencenglyosuggested that the foreign exchange
market is not efficient.
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Table 1 Summary Statistics of Returns

Daily Weekly Monthly
Sample size 3382 677 160
Mean -6.9x 10° -0.00027 -0.00136
Variance 0.005921 8.48 1.11
Skewness 3.51 5.7175 -5.8582
Kurtosis 136.065 107.6955 54.7308
Bera-Jaque 0.0000 0.0000 0.0000
LB (levels) 0.0000 0.0000 0.0000
LB (Squares) 0.0000 0.0000 0.0000

Notes: This table reports the summary statisticsefchange returns for the sample period from J3nRa1994 to June 30,
2006. The data is sampled at the daily, weeklyrandthly intervals. The Bera-Jaque (BJ) statistitsvigles a test for normality
of the data. The Ljung-Box (LB) statistics meastine degree of autocorrelation in levels and squairéise returns. The figures
for BJ and LB arg-values.

Table 2 The Total Actual and Expected Numbers of Runs for 1-, 4-, 8- and 16- Day

Differencing Intervals

Daily Four-day Eight-day Sixteen-day
Actual 3,388 427 214 106
Expected | 1,729 216 107 54
Difference | 1,659 211 107 52

Notes This table shows the total actual and expected eumbruns at one day, one week (4-day), two wékday) and one
month (16-day) differencing intervals for the saenpériod from January 1994 to June 2007.

Table 3 Actual and Expected Numbersof Runsfor 1-, 4-, 8- and 16- Day Differencing by Sign

Daily 4-Day 8-Day 16-Day
Sign + - + - + - + -
Actual 1589 1760 191 232 99 115 48 58
Expected 1729 1729 216 216 107 107 54 54
Difference | -140 31 -25 16 -8 8 -6 4

Notes: This table shows the total actual and exgentimber of runs by sign at one day, one weela@-dwo weeks (8-day)
and one month (16-day) differencing intervals fog sample period from January 1994 to June 2007.

Table 4 Total Expected and Total Actual Digtributions of Runs by Length

Length Plus Runs Minus Runs No Changeruns
Prob. | Exp. Actual | Prob. | Exp. Actual | Prob. Exp. Actual
1 0.53 1729 | 1589 |0.48 1729 | 1760 | 1.00 39 39
2 0.24 993 916 0.25 993 1075 | 0.05 0 2
3 0.11 609 552 0.14 609 677 0.00 0 0
4 0.05 387 341 0.08 387 446 0.00 0 0
5 0.02 254 218 0.05 254 301 0.00 0 0
6 0.01 169 140 0.03 169 209 0.00 0 0
7 0.00 114 89 0.07 114 154 0.00 0 0
8 0.02 41 58 0.00 41 31 0.00 0 0
9 0.00 1 38 0.00 1 0 0.00 0 0
10 0.01 18 25 0.00 18 13 0.00 0 0
Total 1.00 4,314 | 3966 | 1.00 4311 | 4666 | 1.00 39 41

Notes: This table shows the actual and expectecbaumf runs by sign and run length and their prdliegs for the sample
period from January 1994 to June 2007.
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Table5 Runs Analysisby Sign and by Length (L)
Pand A: 1-Day Differencing I nterval

Length Plusruns Minusruns No changeruns
1) 2 @D- | (4) -4 | O (6) (5)-(6)
A E D A E D A E D
1 1589 1729 -140 1760 1729 31 39 39 0
2 916 993 =77 1075 | 993 82 2 0 2
3 552 609 -57 677 609 68 0 0 0
4 341 387 -46 446 387 59 0 0 0
5 218 254 -36 301 254 47 0 0 0
6 140 169 -29 209 169 40 0 0 0
7 89 114 -25 154 114 40 0 0 0
8 58 41 17 31 41 -10 0 0 0
9 38 1 37 0 1 -1 0 0 0
10 25 18 7 13 18 -5 0 0 0
Total 3,966 | 4,314 -348 4,666 | 4,314 352 41 39 2
Panel B: 4-Day Differencing I nterval
Length | Plusruns Minusruns No changeruns
(1 2 D-©) 3 4 -4 | (6) (5)-(6)
A E D A E D A E D
1 191 216 -25 232 216 16 4 0 4
2 101 120 -19 144 120 24 0 0 0
3 58 73 -15 96 73 23 0 0 0
4 32 43 -11 63 43 20 0 0 0
5 19 28 -9 45 28 17 0 0 0
6 13 19 -6 31 19 12 0 0 0
7 9 14 -5 22 14 8 0 0 0
8 6 6 0 4 6 -2 0 0 0
9 5 1 4 0 1 -1 0 0 0
10 4 4 0 3 4 -1 0 0 0
Total 438 524 -86 620 524 96 4 0 4
Panel C: 8-Day Differencing Interval
Length | Plusruns Minusruns No changeruns
(1) 2 (D-©) ©) (4) (3-(4) ® |6 (5)-(6)
A E D A E D A E D
1 99 107 -8 115 107 8 0 0 0
2 52 60 -8 68 60 8 0 0 0
3 25 33 -8 44 33 11 0 0 0
4 12 18 -6 28 18 10 0 0 0
5 6 10 -4 18 10 8 0 0 0
6 4 7 -3 12 7 5 0 0 0
7 2 4 -2 9 4 5 0 0 0
8 0 1 -1 1 1 0 0 0 0
9 0 - 0 0 - 0 0 0 0
10 0 1 -1 1 1 0 0 0 0
Total 198 241 -43 296 241 55 0 0 0
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Panel D: 16- Day Differencing I nterval

Length | Plusruns Minusruns No changeruns
(1) ) D-@ |G @4 1@ | © | (-6
A E D A E D A E D
1 48 54 -6 58 54 4 0 0 0
2 25 30 -5 34 30 4 0 0 0
3 15 19 -4 21 19 2 0 0 0
4 8 11 -3 14 11 3 0 0 0
5 4 7 -3 10 7 3 0 0 0
6 2 4 -2 7 4 3 0 0 0
7 1 3 -2 4 3 1 0 0 0
8 0 1 -1 2 1 1 0 0 0
9 0 - 0 0 - 0 0 0 0
10 0 - 0 0 - 0 0 0 0
Total 103 129 -26 150 129 21 0 0 0

Notes: This table shows the actual and expectecbauwf runs by sign and run length and their déffere at 1-day, 4-day, 9-day, and 16-day
differencing interval for the sample period frormdary 1994 to June 2007. A=Actual, E=expected, BfeBince

Table 6 Runs Analysis: Standardized Variables and Per centage Differ ences

Length | Daily Four day Eight day Sixteen day
K (R- K (R-m)/m | K (R-m)/m | K (R-m)/m
m)/m

1 57.81 0.96 58.50 0.99 20.83 0.97 14.76 0.99
2 45.16 1.01 52.06 1.01 16.62 1.05 11.31 1.00
3 37.78 1.02 46.20 1.02 14.00 1.10 9.62 1.10
4 29.05 1.03 40.75 1.04 12.04 1.19 8.70 1.25
5 23.96 1.04 36.57 1.05 11.14 1.31 8.20 1.40
6 20.18 1.07 33.27 1.07 9.27 1.28 6.72 1.28
7 17.96 1.14 30.17 1.08 7.92 1.25 8.38 1.58
8 11.31 1.15| 120.60 7.20 3.30 0.72 - -
9 - 37.00 - 188.00 - 4.00 - -
10 7.47 1.10 85.16 6.32 2.61 0.58 - -

Notes: This table shows the total actual (R) anal Expected number of runs (m) and their diffeesfor the sample period from
January 1994 to June 2007 standardized by theathdeéviation and the mean.

Table 7 Results of the Unit Root Test for the Ksh/USD Spot Rate January 1994 to June 2007

Variable Computed Statistic Decision
S 77.2448 Reject B
AS -1.5847 Accept H,

Note: Critical values for ADF are as follows: -4.841% and -3.45 at 5% significance levels (Full®76: 373, Table 8.5.2)

Table 8 Autocorreation Test Results
LAG 1 5 10 15 20 30 60 120 240

Q-statistic 277.4 | 305.5 |305.5 B332.7 |341.9 |346.1 |374.9 |427.5 |631.9

P . 000 . 000 . 000 . 000 | .000 . 000 . 000 . 000 . 000
Notes: The table describes the results of the autelation test at different lag length. The lagdth is in days. Q-statistic is the Box-Ljung Q-
statistic while P is the probability associatedwit

12



